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P1. Spiral Development with SMEs and End-Users

Intelligence analysis, Center of gravity determination,
Course of action critiquing, Emergency response
planning, Workaround reasoning, PhD advisg '- Air War College
selection, Teaching hlgher order thinking skiljs. George Mason University

Army War College

Development of
systematic approach to
expert problem solving

(@ )
Working closely
with subject

Development and
application of
Disciple agents

@ )
Working closely

with end users to

matter experts to Learning receive crucial
model their Agents and timely
G reasoning ) Research € feedback
DISCIPLE Development of the Disciple | b
Al
-

theory for agent teaching by

non-computer experts

Integration of many areas of Artificial Intelligence
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P2. Problem Solving Paradigm for User-Agent Collaboration

Problem Reduction Guided by

Develop a general problem
solving paradigm which is:
o natural for a human user,

o appropriate for an
automated agent.

(@

"I Keep Six Honest..."

| keep six honest serving-men

(They taught me all | knew);

Their names are What and Why and When
And How and Where and Who.

Rudyard Kipling
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Introspective Questions and Answers

Question
on the
problem
solving
strategy to

use

Question
on how to
apply the
problem
solving
trategy

(Questlon 2) CQuestlon 2

Answer 2.1 i Answer 2. 2) (Answer 2.3 i



Solution Synthesis

e D)
“One of the most highly developed skills in
contemporary Western civilization is dissection,
the split-up of problems into their smallest possible
components. We are good at it. So good, we often
forget to put the pieces back together again.”

Alvin Toffler, Science and Change, Forward to llya Prigogine
and Isabelle Stengers “Order Out of Chaos: Man’s New
C Dialogue with Nature”, Bantam Books, 1984.

Alvin Toffler
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Problem-Reduction/Solution Synthesis Paradigm

The reduction representation of a class of problems is a
quadruple (P, S, RO, OS) where:

P - class of problems;

S - solutions of problems;

RO - reduction operators, each reducing a problem to
sub-problems and/or solutions,

SO - synthesis operators, each synthesizing the solution
of a problem from the solutions of its sub-problems.

A problem P, is solved by:

= successively reducing it to simpler problems through
the application of the reduction operators;

= finding the solutions of the simplest problems;

= successively combining these solutions through the
application of synthesis operators until the
solution of the initial problem is obtained.
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Sample Agent: Analyst’s Cognitive Assistant

/

Analytic Assistance

Empowers the analysts through mixed-initiative reasoning for
hypotheses analysis, collaboration with other analysts and experts,

~

\_ and sharing of information. Y,
T - —
/ Learnin g 4 ;ries : ‘ Disciple-LTA , \
epositories . GLOli T ri n
Rapid acquisition == 3 Disciple-LTA i utoring
pllo| el | ; Helps new
and maintenance S intelligence
o SUbje(t:.t makey “eif - <] analysts learn
expertise in : 5 -
intFe)IIigence | \\1 ralsy fhe reasonij
. . g——9> processes
ELtySIS V;h'Ch EeEo=— AN involved in
takes years % B
to establish o e liger
) : judgments
Is lost when zimdgsolving
experts separate intelligence
from service, and analysis
IS costly to problems.

\_ replace. /
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Hypothesis Analysis through Problem Reduction

1) A complex hypothesis analysis problem || Assess whether Itis likely that

is successively reduced to simpler ||AlQaedahas Al Qaeda has
nuclear weapons. clear weapons.

problems that either have known
solutions or can be solved through
evidence analysis.

2) Potentially relevant pieces of evidence
for the unsolved problems are identified.

3) The pieces of evidence are analyzed to
obtain solutions for the unsolved
problems.

4) The solutions of the simplest problems
are successively combined to obtain the
solution of the initial problem.

Even Probably, Almost
Remote Unlikely chance Likely certainly

National Intelligence Council’s standard estim_
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Demo: Analytic Assistance
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-

Disciple-LTA Demo:
Analytic Assistance

N
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Problem Reduction: Abstract and Detailed Reasoning

Main problems

A

Reduction of a main problem to its main subproblems

—

ALy A |

—~~

Teaching type: Teaching mode: |Maodelng v

B

Y

Glossary | Toc |

Reasaning Hierarchy | Reasaning Stepl Graphical Viewer | Repart

|Assess whether A1 Qaeda

oA P S
—

e . ... o i”

Asszezs whether Al Qaeda has nuclear weapons. ‘

Aszgess the cument evidence that Al 0 ast

" non-nuclear WD

lhas nuclear weapons =
0
- Deterrence as reason j = :
- Self def A what factors should | consider o determine whether Al Qaeda has nuclear weapons?
B EED MET, &:Charactenstics associated with possession of nuclear weapons and curment evidence that is ha
E! Spectacular operations nuclear weapons.
as reason I N
""" Power base as reason l—l \_I Aszess the possibility that Al Qaeda might have nuclear weapons
bazed on the characteristics associated with the possession of
&j Ideology as reason | ; ; - . nuclear weapans.
&- Desire to obtain nuclear - | | | ‘ ‘ | g !
Weapons Gwhat are the characteristics associated with possession of huclear weapans?
Ability to obtain nuclear &:Reazons, desire, and ability to obtain nuclear weapons.
Weapons g
Y Claims to have nuclear | Aszess whether A Qaeda has Aszzess whether A Qaeda has desire Azzesz whether Al Qaeda has the
Weapons l redsuirs o obkait ruclear to obkain nuclear weapons. ability to obtain nuclear weapons.
WEADONS.
---- Why not used if it has ;
|:| .
- Belief of other countries ! !
= Q2w hat might be the reasons for Al Qaeda to obtain nuclear weapons?
- Possession of A:Deterrence, self defense, spectacular attack, establizhment of power baze, ideology. J
&-

Asgess whether Al Qasda

Assess whether 4] Hasda Agzzess whether &) Daeda considers Asggess whether Al Qaeda considers

Assess whether 4] Dasda

cohsiders deterrence as a
reazon to obtain nuclear

WEIDONE.

considers self defense as a
reazan to obtain nuclear

Weapons.

the use of huclear weapons in

spectacular operations as a reazon

tor obkain nuclear weapons.

the establizhrent of a power base
at a reason to obtain nuclear

WEIDONE.

considers an ideology a3 a
reazan to obtain nuclear

Weapons.

N—

Abstract tree
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Problem Reduction and Solution Synthesis

Systemn Ontology Rules Scenario Reasoning Tutoring Help

repositary|PNW-cwv-070904-00141 Qaida

Mixed-Initiative Reasoner 3| |

v: Reasoning mode: :Mndeling

v: Plausibility: :medium v:

| Glnssarﬂ ToC |

al Reasoning Hierarchy | Reasoning Step | Graphical Viewer | Repnrt|

Aszess whether Al Qaeda has nuclear
Weapons

Deterrence as a reason

E—“_I Self defense as a reason

L:J Favoring evidence

#-EVD-Reuters-01-0lc
5 EVD-Dawn-Mir01-01¢c
Relevance
B Believability
- Reporter Hamid Mir
EI Source Osama bin Lardzn

" Competence

> [Creiitt

- Objectivity

- Disfavoring evidence

[+ Spectacular operations as a reason

----- Establishment of a power base as a reason
#-Ideology as a reason

F-Desire to obtain nuclear weapons

- Ability to obtain nuclear weapons

Observational sensitivity

m

=

Agzezs the credibility of Ozama bin Laden az the source of EVD-Dawn-kir01-01c. |

7

chance.
[ hat fact

R The credibility of Ozama bin Laden as the source of EVD-Dawn-Mirld1-01¢ 1z an evenyj

A:The weracity, DE|EClIVIt_',', ana DEsewatha zenshivity DF asama bin Laden becauze EVD-D awn-Mir01-01c

iz testimonial evidence bazed upon direct obzervation,

-------------------------------------------------- b mmmsmsmemmmesmseesessmessmessssesessssesssesssenn

Agzezs the veracity of Ozama bin
Laden with respect to the infarmation
provided in EVD-Davan-rir01-01c.

Azzezs the objectivity of Dzama bin
Laden with respect to the
information provided in

EVD-D awn-hdir01-01 .

respect to the information provided in
EVD-Dawn-kird1-01 ¢ iz an even
chance.

Detailed evidence
and source analysis

EVD-Dawn-Mir-01-01c

The weracity of Dzama bin Laden with h

The objectivity of Dzama bin Laden
with respect to the information
provided in EVD-Dawn-kird1-01c is

almozt certain.

__—y

Agzess the observational
zenzitivity of Ogzama bin Laden
with respect to the information
provided in EVD-D avan-rir01-01 .

The obzervational senzitivity of
Dzama bin Laden with respect to
the: information provided in EVD-
Dawn-ird1-01 ¢ iz almost certain,

The following inferpretation:

Mewspaper

Al Qaeda haz nuclear weaponz and may uze them to defend itzelf
of the following statement by Dsama bin Laden:

‘Wie [Al Qaeda] have chemical and nuclear weapons [...] We
ourzehves are the target of kilingz, destiuction and atrocities. ‘We
are only defending ourzebvez. Thiz iz defensive Jihad. "We want to
defend our people and our land. That iz wihy | zay that if we dont
b zecurity, the Americanz, too would not get security.

from the document EVD-Dawndiel7:

Ilir, H. (2001, Movember 10). Ozama claims he has nukes: [F LS
uzez M-arms it will get zame rezponze. Dawn - Pakiztan Englizh

http: £ davn. com/2001 11 0f0p]  Rtm




Solution Synthesis: lllustration

;“}’}LE”I U[ILUIUS}’ muIEs  acerndanoa F\Edhufllflg IULU[I[IS l_lt:IP

repository|PMW-cwy-070904-001 4] Qaida

Mixed-Initiative Reasoner il |

T

.. Baoth

- | Reasoning mode: .Modeling

- Plausibility: meg ]

[ﬂ| Reasoning Hierar

Analyzed problem

TN

= ="

Azzezz whether Al Qaesda has nuclear weapons. |

Itiz almozt certain that Al Qaeda has nuclear
WEAPONE.

=

[ what factors should | o
A:Characteristics associated with pozzeszion of nu

nuclear wWeapons.

ohz bazed on the
n of nuclear weapons.

Synthesized solution

This is only an example — not to be
taken as a current analytic estimate

NRNE

Azzess whether there is current evidence that &l Qaeda has nuclear
WESPONE.

btain nuclear weapons, itis a_ =

Bazed on the current evidence, it iz almoszt certain that Al Qaeda has

ar WedponE,

Weapons

A hat curent evidence can be
&:Credible claims to have nuclear weapons, reasons DF WH_I,I tHe_l,l Have not been uszed, the beliefs of others, and pozseszsion of zimilar

nuclear weapons.

,

Azzezs whether Al Qaeda has the
ability ta obtain nuclear weapons.

Bzzezz whether Al Qaeda makes
credible claims to have nuclear
WEADONE.

Azzezs whether Al Qaeda had
reazohz hot to use nuclear
Weapons, assuming that it has

Azzezs whether other countries
within the global community believe
that 4l Qaeda haz nuclzar

Al Qaeda has |

EJp0nE,

Itis a remote possibility that Al

Itis almoszt certain that the Al Dasda I

them. WEAPONE.

Azzezs whether ther
that 4l Qaeda haz m
bl

[ aeda has the ability to obtain
nuclear weapons,

credible.

4

claimz of having nuclear weapons are

It i almozt certain that Al Daeda
has reazons naot to uze itz nuclear

[t iz likely that other countries within
the global community believe that Al

7 4

It iz almost certain
non-huclear Wil

weapohs, assurning that it has them.

4

[Qaeda has nuclear weaponsz.

Azzezs whether Al Qaeda
considers an ideology as a
reazoh to obtain nuclear
WEApONE.

|

[t iz likely that Al Daeda ‘

~rmcidars zm idaslaan a0 o

Disciple-LTA makes very clear:

The analysis logic; What evidence was used and how;
What assumptions have been made; What is not known.| .

~




Assumptions-based Analysis

Systemn Ontology Rules Scenario Reasoning Tutoring Help

2. Revised,

3ida

fDiscipIe-LTA allows for: Assumptions checking?

assumption- Rapid updating of large analysis trees based on

Reasoning type: :Both -

T . hewintelligence data and assumptions. =

= V l Evi Compasition
Agzezz whether Al Qaeda has nuclear weaponz. | il

I Search
Itig likely that Al Qaeda has nuclear weapons, ;?J

A:%hat factars should | u:c:nséer ta Hetermme wHetHer Al Jaeda has nuclear weapons?

&:Charactenistics associated with possession of nuclear weapons and curment evidence that iz has
nuclear weapons.

based, solution

ence |
Farmalization

Refinement |
Assumpkion Assistant

The fu]luwi.ng assumption:
Itis v v that A1 Qaeda has reasons not to use
its nu-dlear waapnns, assuming that it has them.

is challenged by the system's solution:

----------------------------------------------------------------------------- = R It is almost cerfain that Al Casda has reasons not to
oz bazed on the Agzzesz whether there is cumrent evid use its nuclear weapons, assuming that it has them.
on of huclear weapons. WEAPONE.

Assumplions

abtain huclear weapons, itis & = Based on the curment evidence, it
al WeapOhs, ] WESPONS.
- W hat current evidence can be It is unlikely that Al Qaeda
&:Credible claims to have nuclear weapons, reasons UF WH_',' tHe_l,l Haw = ] .
3 has reasons not to use its

WEAPONE Enabled s:

nuclear weapons, assuming
that it has them.

|W EEJJqI"IS poN

Azzezs whether Al Qaeda has the
ability to obtain nuclear weapors.

Azzezs whether Al Dasda makes
credible claims to have nuclear
WEADONE.

It is a remote possibiliby that &
[aeda haz the ability to obtain

huclear wWeapons.

Itiz almozt certain that the Al Jaeda

claims of having nuclear weapons are

credible.

Azzess whether & Qaeda
conziders an ideclogy as a
reazon ko obtain nuclear
WESDONE.

A‘ It iz likely that Al 1aeda ‘

rmeidare anidanlaon ae 2

—/

r' 4

Azzezs whether Al Qaeda had
reazohz hot to use nuclear
Weapons, assuming that it has
thermn.

Itiz unlilkely that Al Qaeda has
reazons not bo use itz nuclear

(x] (=

3. [ thinle that they would use
" 'the weapons.

Save Cancel

wWeapons, assurming that it has them.

ZN

Over 1700 reasoning nodes

}f;f
(challenged by Disciple-LTA

1. Analyst’s assumption

T
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P3. Multi-Agent and Multi-Domain Problem Solving

Develop a general problem solving paradigm that facilitates:
o collaboration between users assisted by their agents;
o solving problems requiring multi-domain expertise.

Libraries S Disciple-LTA
Knowledge Repositories 1 GLOBAL
Massive Databases KNOWLED GE BASE

SEARCH
AGENT
]

F Intelligent
Disciple-LTA

[ Analytic Learning' agent
assistance l_,,_-.\ -
[ Collaboration ) [ Intelllgence } Pllm Sll
__assistance ,| . sharing

.| pd d}
P 11m S 11 17
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Service-Oriented Disciple Systems

Problem: Assess
whether Al Qaeda
has nuclear weapons.

Perform
analysis

Subproblem: Assess whether other
countries within the global community Hypothesis
believe that Al Qaeda has nuclear weapons. Analysis

Subproblem: Assess whether Al Qaeda Broker
makes credible claims to have nuclear weapons. -

Check UDDI
for registered
competence

A Ask broker for squtionsl

IReceive solutions f :

Subproblem: Assess whether other \
countries within the global community
believe that Al Qaeda has nuclear weapons.
Solution: It is likely that other countries
within the global community believe that Al
Qaeda has nuclear weapons. -

Disciple-LTA
Clients

tree in

Catalyst

Disciple LTA .

Ly Servers
e ————————
‘ ‘9 Hypothesis Subproblem: Assess whether Al Qaeda makes
Catalyst Analvsis credible claims to have nuclear weapons.
Web S y . Solution: It is almost certain that the Al Qaeda
—— €b Service claims of having nuclear weapons are credible.
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P4. Knowledge Base Structuring for Knowledge Reuse

Structure the knowledge base into two parts:
0 its more general and reusable components;
0 Its more specific components.

| 4
—Knowledge Base >

Disciple: Knowledge Base Structuring Object

The object ontology which may be reused olilesy ¢
from existing knowledge repositories; ~

The problem solving rules which are
learned from the subject matter expert.

© 2008, Learning Agents Center 20



Knowledge Base = Object Ontology + Rules

The ontology is\

a hierarchical
description of the
\domain objects.

aithoritatfve Tecord I!T.I-ldmm/'f-'iFH1-'r-'t'2'-'ﬂ-1=5l-1 evridence obtained o second hand
tectitorial evidetce testimoriial evidence a¢ opidon based on atabesis

e-haced evridetuce

\ummuﬂ eviderice based wpor direct obeerratiom
testihiordal eviderce abod tangible eviderce

_-:harr. evridetice

mridectape eviderce

Interpretation: Al Qaeda
Coumes e b sedee 0% wee % of Nas chemical and nuclear
weapons as deterrent.

.mdi-:-tape enidetice

le evriderice object evidetice

(A madn)
— e ical and LE
x A apOne “
tance-of Tre nd
l n
— < us ve e g ettt eniderce
e Lhe ¢
f wre tie
’ Trdwrprat st
- . ' s has
: i | Memical and e ives doonnert eviden
\ * un de E




Knowledge Base = Ontology + Rules

( Rules specify
general

problem reduction
or solution

\synthesis steps

Analysis Tree l

IF: Assess whether there are states with nuclear weapons willing to sell nuclear weapons to 701

© 2008, Learning Agents Center

Q: Which is a nuclear state which is not an enemy of 707 and does not oppose the
" ||proliferation of nuclear weapons?

A ||P02

|

MAIN CONDITION

-
To assess whethe“

there are states
that may be willing
to sell nuclear
weapons to an
actor, one has to
consider each
nuclear state and
assess whether
that state may be
willing to sell
nuclear weapons
to that actor,
except for the
case in which the
nuclear state is an
enemy of that
actor and also
except for the
case when the
nuclear state
opposes the
proliferation of
nuclear weaponsj

2511

Var Lower Bound || Upper Bound
, 201 || (terrorist group ) {actor )
202 || (nuclear state ) ||(nuclear state )
) EXCEPT WHEN CONDITION 1
|"1."'ar Lower Bound Upper Bound
01 (terrorist group ) {actor )
102 || (superpower, nuclear state ) {actor )
Var Relationship Var
702 ||percerves as enemy || 701
EXCEPT WHEN CONDITION 2
Var Lower Bound Upper Bound
9 adiim - medi s Toar - rer high
Partially — Sk b
202 (nuclear state ) (actor )
learned ——
rule Var . Relationship . .
202 ||degree of opposition to nuclear weapons proliferation
THEN: || Assess whether 702 15 willing to sell nuclear weapons to 201

22
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Control of Modeling, Learning and Problem Solving

[

Problem

)

d

-

\

Mixed-Initiative
Problem Solving

v

[

Extend
Reasoning Tree

Explain
Examples

l

[ Rules Learning
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Reasoning Tree

Reject
Reasoning Steps

Explain
Examples

—

Ontology + Rules

<

Accept

Reasoning Step> Learneld Rules

1

Refined Rules

|
> [ Explai ] :
Ex{a%gllgs Refined Ontology

H Rules Refinement




P5. Integrated Teaching and Learning

Develop agent teaching and learning methods where the
subject matter expert helps the agent to learn (e.g. by giving
examples, hints and explanations), and the agent helps the
expert to teach it (e.g. by asking relevant questions).

examples,
facts,
rules

_~ classification of examples,
solutions to problems

questions

© 2008, Learning Agents Center
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Integrated Teaching and Learning in Disciple

© 2008, Learnin

Analogy and Hint

Guided Exglanation
@

analogy NLP

Knowledge Base

/

Analogy-based
Generalization

UGFSIOI’] ﬁpace EOHEIEIOH

Upper Bound

26



Reasoning Rules Learned from Analyst’s Solution

2. Disciple learns |
reasoning rules

1. The analyst extends (Leamed Rule

the analysis logic
DECORKPOSITION RULE DDR.00104 FORMAL DESCRIPTION
IF: Assess whether there are states with nuclear weapons that may be
. ’ illing to sell nuclear weapons to 207,
Assess whether there are states with nuclear ) reling o sel mucier wespons o 701
=1| weapons that may be willing to sell muclear j ‘:’;’;Ch 1e & nuclear stare? To assess \
weapons to Al Qaeda. whether there
MAIN CONDITION
- o e are states that
i Which iz a nuclear state? > e may be willing to
Hl:lﬂ-h KDI_E& 202 || {nuclear state ) || (nuclear state ) Se” nUCIear
& hether Morth K he willin THEN: A hether 702 may be willing to sel ji ~apons toggy
5 SSES5 W Bt may e Zios 1T
L Assess w et Mo orea may be g to actor, one has to
sell nuclear weapons to Al (Jaeda, J [ e BT - consider each
_ _ DECOMPOSITION RULE DDR.BO10S nuclear state
What might be a pozsthle reazon fnr?HDﬂh Korea IF: | Assess whetbes 707 my be w and assess
Lo to .SE:]l nuclear_we:apngs to Al Qaedal ‘ ,Q | »u ""afl s\ hather that
United States 13 perceived as a comumon enemy | x [ospmass gtate may be
of Morth Forea and Al Qaeda. — :‘: willing to sell
: n - - Y — | @] Nuclear weapons
ssess. to what extenit the perception that Uite or | e to that actor.
mtates i3 a common enemy of Morth Korea and o s
= . | var Relatlonshlp | Var
Al Claeda might be a good reason for Morth Eorea e FERNSERSSINN roe
to sell nuclear weapons to Al Qaeda. | it | ____' I
THEN: Asst‘si'!:owza::nmn crrfcrptr t.“r PO2mac Jcxxzr wm’: I‘
© 2008, Learning Agents Center J B S e s Al 27
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P6. Multistrategy Learning

Develop multistrategy learning methods that integrate complementary
learning strategies to take advantage of their strengths to compensate
for each other’s weaknesses

@vledge@ Learning by Analogy
\ . .

%Expenmentatlon

Fallure \
explanation

Learning from
Explanations

E @ IR
c/\ﬁ' e BN

e 7 AV
%E\xample of problem reductionsﬁ
generated by the agent

| ( Incorrect Correct
‘L example example
2 /

AN

Learning from Examples

IF we have to solve
<Problem>

Main
PVS Condition

Except-When
PVS Condition

Except-When
PVS Condition

THEN solve
<Subproblem 1>

<Subproblem m>

29



Rules Refined based on Analyst’s Critique

<\ 1. Disciple applies the learned rule = zanni—L
2. The anaIySt easaning Hiera /.arnﬁ:ep I izraphical Viewer | Repnrt| ]_ 3_ DiSCipIe-LTA refines

crlthues. the  |Assess whether there are states with nuclear weapons willing to sell nu the rUIe With an excep
to Al Qaeda. it '
réasoningyyy tvepons io A Qee when condition

EI Which is a nuclear state? N
MNorth Eorea |r

E |2 Rule Viewer F=X)
G- Assess whether North Korea is willing to sell nuclear weapons to Al Qa
Refined Rule [LE DDR.00205 FORMAI
Which is a nuclear state?
B
France IF- Assess whether there are states with nuclear
This is ) weapons willing to sell nuclear weapons to 201,
- Assess whether France is willing to sell nuclsar weapons to Al Qaeda.
| Q: |[Which is a nuctear state?
Wrong ' Which is a nuclear state? —
=" _ A: 02
France will —
MAIN CONDITION
- Assess whether India is willing to sell nuclear weapons to Al Qaeda.
nOt SE" Var Lower Bound || Upper Bound
nuclear d. ‘Iﬂﬂﬁch is anu To assess Whether_there are 701 |(terrorist group )| (actar )
. states that may be willing to sell el e
weapons to - Assesswif  nuclear weapons to an actor, one EXCEPT WHEN CONDITION 1
Al Qaeda _ wnichisan|  as to consider each nuclear e —— F—
because it Isracl state and assess whether that 202 | (aweloar siate) | (actor)
perceives i - assess ] StAtE may be willing to sell nuclear 201 | (terrorist growp )| (actor)
weapons to that actor, except for - -~ =
as an B Which is a nul h - e | ar nship ar
Paldstan the c_ase In which the nuclear state 702 || perceives as enemy | 701
\_ enemy. Is an enemy of that actor.
/{ i Meepee wh THEN: Assess whether 702 15 willing to sell nuclear
| “Wweapons to 701
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Rules Refined based on Analyst’s Critique

2. The analyst }

critiques the
reasoning

This is
wrong!
Russia will
not sell
nuclear
weapons to
Al Qaeda
because it
opposes the
proliferation
of nuclear

|, weapons. )|

11. Disciple applies the refined rule i { 3. Disciple refines the

g 4 ssess whether there are states with nuclear weapons willing to sell rUIe Wlth a new except_
nuclear weapons to Al Qaeda. h B KB
_ ~ Which 15 a nuclear state which is not an enemy of Al Qaeda? when condltlon
North Korea Refine
e Tl o e DECOMPOSITION RULE DDR.00205 FORMAL DESCRIPTION
Qacda IF: Assess whether there are states with nuclear weapons willing to sell
' ’ nuclear weapons to 701
= Which is a nuclear state which is not an CIETY of Al Qaeda'? Q:  ||Which is a nuclear state which is not an enemy of 7017
Iran A 202
- Assess whether Iran is willing to sell nuclear weapons to Al (J MAIN CONDITION
| A Lower Bound Bound
Which is a nuclear state which is not an enemy of Al Qaeda? = m_r - Cpper Bo
= Paldstan 701 |(terrorist group ) (actor )
. 702 || (nuclear state ) || (nuclear state )
- Assess whether Pakistan is willing to sell nuclear weapons to FXCEPT WHEN CONDITION 1
Which is a nuclear state which is not an enemy of Al Qaeda? Var | Lower Bound |Upper Bound
Fuszsia 702 || (nuclear state ) (actor )
?01 ||(terrorist group ) (actor )
= Assess whether Russia is willing to sell nuclear weapons to A
Var Relationship Var
To assess whether there are states that may be 702 ||percetves as enemy | 701
willing to sell nuclear weapons to an actor, one has EXCEPT WHEN CONDITION 2
to consider each nuclear state and assess Var | LowerBound | Upper Bound
whether that state may be willing to sell nuclear 102 | e smre) Eeter)
. . 7511 [medium - medium] || [very low - very high]
weapons to that actor, except for the case in which : 2 ===
jar Relationship Var

the nuclear state is an enemy of that actor and

except for the case when the nuclear state
opposes the proliferation of nuclear weapons.

also

FO2 || degree of opposition to nuclear weapons proliferation || 2577

sess whether 202 15 willing to sell nuclear weapons to 701,

N
N or—

m
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Disciple-LTA Demo:

g, Modeling, and Learning )
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Discussion: Rule Refinement with Negative Example

A S oy e
[- Learn Except When Condition (C, Ex)} Rule Condition C ( Keep as Negative Example (C, Ex)]

* Keep as Negative Exception (C, Ex)

<

o
- Specialize Upper Bound of Main Cond (C, Ex)
* Learn Except When Condition (C, Ex)
* Keep as Negative Exception (C, Ex)

~

* Generalize Lower Bound of Except When Cond (C, Ex)
* Learn Except When Condition (C, Ex)
* Keep as Negative Exception (C, Ex)

- Generalize Lower
Bound of Except When
Condition (C, Ex)

. Genéralize Lower Bound of Except When Cond (C, Ex)
[Specialize Upper Bound of Main Cond (C, Ex)

* Learn Except When Condition (C, Ex)
* Keep as Negative Exception (C, Ex)

© 2008, Learning Agents Center



Overview: Design Principles

Spiral Development with SMEs and End-Users

Problem Solving Paradigm for User-Agent Collaboration

Multi-Agent and Multi-Domain Problem Solving

Knowledge Base Structuring for Knowledge Reuse

Integrated Teaching and Learning

Multistrategy Learning

‘ Learning with an Evolving Representation Space

Mixed-Initiative Modeling, Learning and Problem Solving

Plausible Reasoning with Partially Learned Knowledge

User Tutoring in Problem Solving

Agent Architecture for Generality-Power Tradeoff

© 2008, Learning Agents Center



P7. Learning with an Evolving Re

oresentation Space

arthoritat e record eviderce

stitmorial eviderce obtamed at cecord hand

testrtorial evddetce

direct -[testnnnmal eviderice a5 opihiomn based on ababesis

ﬁevelop methods

e-baced enddence

that allow
continuous
adaptation of
the previously
learned rules to
the evolution of
\the ontology.

IF <Problem>

PVS Conditi

EEE EOI’IQIUOI’I

THEN <Subproblem 1>

<Subproblem m>

test ev

\[LEsLirrmrnial evidenice baced 1pon direct -:nbserr.naﬂ-:nn]

stitromial evdderce shindt tanzible ewidetce

chart eviderice

ridectape evidetuce

andictape evidetuce

object egriderice

xcept-vvnen
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Characterization of the Disciple Learning Methods

Uses the explanation of the first positive example to generate a much
smaller version space than the classical version space method.

Conducts an efficient heuristic search of the version space, guided by
explanations, and by the maintenance of a single upper bound condition and
a single lower bound condition.

Will always learn a rule, even in the presence of exceptions.
Learns from a few examples and an incomplete knowledge base.

Uses a form of multistrategy learning that synergistically integrates learning
from examples, learning from explanations, and learning by analogy, to
compensate for the incomplete knowledge.

Uses mixed-initiative reasoning to involve the expert in the learning process.

Is applicable to complex real-world domains, being able to learn within a
complex and evolving representation language.

© 2008, Learning Agents Center
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P8. Mixed-Initiative Modeling, Learning and Pb. Solv.

Creative
solution

Problem
Solving

Develop mixed-initiative
methods where modeling,
learning, and problem solving
mutually support each other.

4

-

v

Context for
creative solution Generated
example
- Mix
Treliglil J\A \@mltlafld Pmblem ]
” & ’Reasonin
g rU|e @ Mixed- In|t|at|ve
Expert Problem Solving
example Learnlng 3
\ Reasoning Tree
S Rule-based
guidance Extend

Explain
Examples

-

VV=

Reasoning Tree @
< Rej
Reasoni

-

-

Accept
Reasoning Steps

ect
ng Steps

Learned Rules

4

Explain
Examples

Refined Rules

Refined Ontology

[ Rule Learning
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P9. Plausible Reasoning with Partially Learned Knowledge

Develop reasoning methods based on confidence levels
that allow efficient use of partially learned rules for
modeling expert’s reasoning, learning and problem solving.

g

>/ N—<L—"{ | Rule’s conclusion is
- not plausible

Rule’s conclusion is
plausible
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P10. User Tutoring in Problem Solving

Develop approaches to user tutoring that allow the
agent to easily and rapidly teach the user its problem
solving paradigm, to facilitate their collaboration.

g "
! Disciple-LTA Demo: Tutoring
- /

=
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Uty o)

Lesson Fragment: Hypothesis

Tutoring . i E
support from a piece of evidence s
Lesson: Hypothesis support from piece of evidence. | \
Azzess to what extent the piece of evidence favars the hypothesis. ‘
4 The infarmation provided by the piece of evidence and the extent to which it is believable. > Abs tract
........................................................... T 3
Azzess bo what extent the piece of evidence favors the hwpathesis, Aszzess the extent bo which the information provided by the piece of evidence is beliewvable. ‘ redUCt’on
assuming that we believe the information provided by the piece of
evidence : st"a tegy
The piece of evidence iz testimaonial evidence obtained at second Y | i
. | /
hand. ) k. e
Azzess the believability the reporter o Azzess the believability the source o
the piece of evidence. the piece of evidence.
-
s et
Ilustrations: Nexd Select Example: |EVD-Dawn-Mir01-02c and Al Qasda w
-~
Aszzes to what extent the piece of evidence EVD-Dawn-Mird1-02z favors the hypothesis that Al Gaeda . T
Lesson on conziders detemmence as a reason to obtain nuclear weapons. A utomat'cally
o]
E QA what factors determine how a piece of evidence favors a hypothesis? g t d
V’ ence A:The information provided by the piece of evidence and the extent to which it is believable. enera e
L L
illustration of
Azzezs to what extent EVD-Davan-bird1-02c favors the hppothesiz Azzess the extent to which the information provided by EVD -0 awn-
that &) Jaeda conziders detenance as & reazon to obtain nuclear bir01-02c is beliewable.
RS e Eve the information provided by the abs tract
- - —= - © - -
= strategy  /
: Q:How was EVYD-D awn-Mir01-02c obtained?
A EYD-Davn-Mird] -02c was obtained az testimonial evidence of Osama bin Laden cited in EVD-D awn-
Fir01-02 by Harmid Mir.
Azzess the extent to which one can believe Hamid Mir az the reparter of Aszzess the extent to which one can belisve Dzama bin Laden a3 the
E'Dr-Dravan-dir0 -02, zource of EWD-Dawn-Mirl-02c.

| £
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Lesson Fragment: Hypothesis

\ﬁupport from a piece of evidence

(" Abstract |

L
— _ synthesis =
Azzess to what extent the piece of evidence Favars the hypathesis. |
Agzzeszed support of hypothesis from the piece of evidence. h Stra tegy
: If either the suppoll o' me H_l,lpomesm From !He information in the piece of evidence is
""" low or the believability of the information is low, then the overall support provided by
4 o what sxtent the pi f evid the piece of evidence is low. Therefore we estimate the overall support of the hypothesis fom | F i is belisvabl |
a::j;?ns tﬁa?w?begiev:% the piece of evidence as the minimum between the support of the hypothesis from the JccleievIConeElSheICHAbIe.
idence. infarmation in the piece of evidence and the believability of the information. fssessed believability of the information provided by the pisce of evidence, iJ
Aszeszed support of the hypothesis from the information in !He : . : . :
piece of evidence. I l ! l "
—( For testimonial evidence obtained at second hand to be believable, | \
both the source and the reporter have to be believable. Theefore we 4 4
eztimate the believability of the information provided by the
piece of evidence az the minimum between the believability of the —
Aszse reporter and the believability of the source of the piece of
the B evidence.
¥ I
Azzezsed believability of the Aszzeszed believability of the
reporter of the piece of evidence. source of the piece of evidence. I ™ e L =
< 3
llustrations: Nexd Select Example: |EVD-Dawn-Mir01-02c and Al Qasda v
A
Azzers to what extent the piece of evidence EVD-D avn-Mirl] -02c favors the hypothesis that &l Qasda il
congiders deterence as a reason to obtain nuclear weapong.
Based on EVD-Dawn-Mind1-02c, it is an even chance that A] Qaeda considers deterrence as a reason to H \
aobtain huclear weapons. A A utoma tlcally
e information provided by the prece of evidence and the e::tent to which it 1z believable. J genera ted
Aszest to what extent EVD-Dawn-tird1-02c favors the hypothesis Aszess the extent to which the information provided by EVD -D awn- 4 H
that &] D aeda considers deterrence as a reason to obtain nuclear Mir01-02c is believable. ’ us tra t’on o
weapons, assurming that we belisve the information provided by . . i i .
EVD-D awr-ird1-02c. Ibiz an even chance that the information provided by EVD-Doavwn-dind -
o v L the abstract
Bazed anly on the information from EXD-Dawn-kir01-02c, it iz almost
certain that Al Qaeda considers deterrence as a reason to obtain . .
nuclear weapons, 3:How was EVD-Dawn-Mird1 -02c obtained? t t
A:EWD-D awn-tir01-02c was obtained as testimonial evidence of Osama bin Laden cited in EVD-D awn- s ra eg y
tir01-02 by Hamid Mir.
.
Aszzess the extent to which one can believe Hamid Mir as the reparter of Agzzess the extent to which one can believe Ozama bin Laden as the
EVD-Dawn-Mid1-02. source of EVD-Dawn-pdirD1-02c.
Itis almost certain that Hamid Mir iz believable as the reporter of h Itis an even chance that Ozama bin Laden is believable az the source of -
EYD-D avn-Mir01-02. EYD-Dravan-Mir0]-02c. =
< 3
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P11: Architecture for Generality-Power Tradeoff

Structure the architecture of the agent into two parts:
0 a reusable domain-independent learning agent shell;
o0 domain specific modules.

Disciple Agent

Interface User Interface

II
¥
|
Knowledge ::

I
' I
' I
' I
' I
' I
' I
' I
' I
' I
' I
' I
' I

i I : :

REpOSItOry | gy’ Problem Customized ! M‘
: HEEITIE] Solver Problem Solver |1 - -r’,
| :

' I
' I
' I
' I
' I
' I
' I
' I
' I
' I
' I

[ Graphical User Customized ]

—_

1

L

I 1

I I

N f 1
Knowledge '

Base Manager Knowledge Base

¥

|

|1 Domain Dependent
:: Modules

_______________
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Overall Architecture of the Disciple Shell

Ontology Elicitation,
Learning and Refinement

Rule Learning and Refinement

Mixed-initiative, Multi-agent

Framework Modules

I

I

| e

| Task and Rule Learning
I

I

|

Ontology Viewers AL
and Editors H Multi-Agent Mixed-Initiati “ r . }
, | || gy || oo I Plausible Explanation

71 I ' .
! Generation Modules
[ Task Agenda [l Interaction Model I I I
I J
[ [ o

|

|

|

|

|

|

|

|

|

|

|

|

: Ontology
| Graphical Browsers
I ] L
|

|

|

|

|

|

|

|

|

|

|

|

|

|

Modules Learning and Refining

Scenario Elicitation, Problem Solving

Editor

Script

|
: :
: b L
| |
I -
: ﬂ Problem Solving Modules —‘ . Rule Analysis Modules
| 1!
Ontology Learning : ::
| 1!

and Refining | Control Wizards for

Assumptions Modules l Rule Refinement

_________________ Knowledge Management, ey
Knowledge Integration, Verification and Validation Knowledge Repository

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
Rule Refinement Modules |1
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Import, and Export Management
I'[ Knowledge Management Module
! Knowledge Repository

|

|
: |
: |
: |
I —
I ” Knowledge Integration Tools Management of Distributed I

|
: |
|

|
: |
|

System Verification Modul Knowledge Base Validation
|| Import Tools || Export Tools BRI enitication VGEEES Modules ” Knowledge Base Versioning
Bl o T I — e e RN L I, _ )




Customization of the Disciple Shell

Customization
for each type
of user

L~

Subject Matter Expert

E“vt% Iﬂ

= e

'§ |
w/J

Field Application  Edu

cation and training

Disciple COG

Customization for each domain

Ontology Elicitation,
Learning and Refinement

Ontology Viewers
and Editors

Ontology

Scenario Elicitation,

Script Editor

Ontology Learning
and Refining

1
1
1
1
1
1
1
1
1
1
1
1
1
1
: Graphical Browsers
| —
1
1
1
1
1
1
1
1
1
1
1
1
1

Knowledge Integration, :
Import, and Export

1

1

1

1

1 m Knowledge Integration Tools
1 T
1

1

1

m Import Tools: m Export Tools
T J T J

! m System Verification Modules
l |I l a

Mixed-initiative, Multi-agent
Framework

Mixed-Initiative;
Reasoner

Interaction Model
Learning and Refining

Multi-Agent
Framework

1

1

1 Task Agenda
1 Modules

1 =
1

|

|

: 1
:H Problem Solving Modules —‘ o
| |

|

1l
l l'l H Assumptions Modules ' ”l

Knowledge Management,
Verification and Validation

mKnowledge Management Module

Knowledge Base Validation
Modules

| Task and Rule Learning
Modules

COG Report

Generator

Plausible Explanation
Generation Modules

Dedicated modules

Rule Refinement Modules

Rule Analysis Modules

Control Wizards for
Rule Refinement

System knowledge base

Knowledge Repository

Management
m Management of Distributed

m Knowledge Base Versioning

Knowledge Repository
=
| 1 I

Domain knowledge base
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Conclusion: Research Vision for Learning Assistants

- Diseiple
;'iiiiii isciple —————
/|

‘ KNOWLEDGE BASE
ot

\JAA | Disciple [l

r.'-*r;s? ,
Intelligent S5
agent

% Disciple
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